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Abstract 

Optical burst switching presents challenges to the 
design of optical routers. This paper considers how to 
dimension a router of N input data ports with an 
additional M fiber delay lines (N+M internal ports) in a 
hop-and-span constrained network. The router 
incorporates tunable FDLs that can vary their size to fit 
the burst being buffered. Tunable fiber delays achieve 
up to 20% higher throughput than static fiber delays at 
high input port load. Multiple recirculations are a 
critical requirement; when packets can circulate only 
once through the buffer, no measurable improvement is 
achieved after the number of as FDLs becomes equal to 
the number of data ports. When recirculation is 
permitted, throughput increases by up to 40%, 
depending on the combination of the number of FDLs 
added and the recirculation limit, which must increase 
in tandem. For a given number of FDLs, there is an 
optimal recirculation limit beyond which there is no 
measurable throughput benefit. 

 
 

Keywords – optical burst switching, recirculation, fiber 
delay lines, optical buffering. 

 

 1. Introduction 
 

Optical Burst Switching (OBS) schemes support 
high-speed bursty data traffic over wavelength-
division-multiplexed (WDM) optical networks [1−3]. 
The OBS scheme offers a practical compromise 
between current optical circuit-switching and emerging 
all-optical packet switching technologies. In addition, 
the OBS scheme achieves high bandwidth utilization 
and quality of service (QoS) via the elimination of 
electronic bottlenecks and by using a one-way end-to-
end bandwidth reservation scheme with variable time 
slot duration provisioning. Optical switching fabrics are 

attractive because they offer at least one or more orders 
of magnitude lower power consumption with a smaller 
form factor compared to O-E-O (optics-electronics-
optics) switches. Most of the recently published work 
on OBS networks focuses on next-generation backbone 
data networks (i.e. metropolitan or Internet-wide 
networks) using high-capacity (i.e. 1 Tb/s) WDM 
switch fabrics [4–7]. It has been previously suggested 
that the OBS scheme can be adapted to future high-
speed enterprise networks in order to meet the growing 
demand for high bandwidth applications such as 
multimedia multicasting at a low cost [8].   

One way to achieve some of these goals is by 
enhancing the performance of a core router using fiber 
delay lines (FDL). There have been several studies in 
the past that have tried to evaluate optical router 
performance with FDLs for burst and packet switching 
networks. Gauger’s work [9] includes the evaluation of 
different buffering architectures for a wide-area OBS 
environment. This study compares simulation results 
for dimensioning of feed-forward (FF) buffers for the 
PreRes (output port reserved before the burst enters the 
FDL) scheme and feedback (FB) buffers for the 
PostRes (output port reserved after the burst enters the 
FDL) scheme. However, the study restricts its 
evaluation up to 4 recirculations and concludes that 
increasing the number of recirculations helps to 
improve the performance. Singh et al. [10] have 
analyzed the performance of a router using synchronous 
traffic and have provided exact and approximate 
models for throughput and blocking loss characteristics. 
Analysis of a synchronous model can help to provide an 
upper bound on the performance. However, as shown in 
[11, 12], the traffic on Ethernet and wide area networks 
tends to be bursty in some or all time scales. Hence, to 
obtain a lower bound analysis using an asynchronous 
model would be more helpful. Tančevski et al. [13] 
have shown that voids created by asynchronous traffic 
can significantly degrade the performance of an optical 
router having FDLs. A void is a gap in the output port 
packet distribution that is the time an output port is free 



because a burst was switched to a FDL having a length 
longer than the time the previous burst took for 
transmission at that the output port. In [14] void filling 
has been proposed as an alternative to expensive 
synchronizing hardware. However, this process of void 
filling is too complicated and computationally intensive 
to be realized in high-speed optical networks. Also in 
[14] the authors show that the performance of a router 
with feedback FDLs with asynchronous traffic depends 
on the number of recirculated ports and the 
recirculation limit. Our work investigates these two 
parameters for an optical router with tunable FDLs 
capable of burst recirculation. We assume tunable FDLs 
to reduce the deleterious effects of voids. A tunable 
FDL can change its size to fit a buffered burst hence 
reducing the time for which the output port is free after 
transmission of the previous burst (void).  

Our proposed model does not suffer from the 
disadvantages of [10] because it evaluates the 
performance of the router using asynchronous bursty 
traffic. Also, as opposed to [9], we look at the router 
performance for a wide range (up to 1000) of 
recirculations and evaluate the trade-off between the 
increase in throughput and accompanied increase in 
average latency. Naturally, it is technologically 
infeasible to recirculate burst more than a few times – 
the experiments with large recirculation limits are 
intended to serve as limiting cases.  

First we demonstrate the advantages of assuming a 
tunable FDL architecture over a statically sized FDL 
architecture. Dynamic FDLs can provide up to a 20% 
higher increase in throughput as compared to a static 
configuration for 32 port router with 256 FDLs and a 
recirculation limit of 16. Next we demonstrate that for a 
32 port optical router with 32 tunable FDLs, a single 
recirculation provides about a 10% increase in 
throughput over the bufferless router. Increasing the 
number of FDLs beyond 32 for this configuration does 
not help. When the number of FDLs is increased to 256, 
up to 16 recirculations provide an improvement of 37% 
over the bufferless router. However increasing the 
number of recirculations beyond that provides a very 
small improvement (~2%) only at high loads. Also, 
with the maximum number of recirculations fixed at 16, 
the nonlinear throughput vs. load curve for 32 FDLs 
moves to a linear curve for 256 FDLs.  

The rest of this paper is organized as follows. 
Section 2 discusses the router architecture and traffic 
characteristics. Simulation setup and parameter 
definitions and values are explained in Section 3. We 
explain our simulation results in Section 4. Section 5 
concludes the paper. 

 
 
 

2. Architecture  
 

This work models a single router in a hop-and-span 
constrained OBS core [8] that routes bursts to the 
relevant output port based on their destination address. 
The label edge router (LER) function of aggregating 
packets into bursts is assumed to have been completed 
by using the burst assembly algorithm proposed in [15] 
for the LER model in an OBS environment. This 
algorithm (algorithm 2 in [15]) sets a timer as soon as a 
packet reaches the LER and when the timer elapses it 
then sends the burst into the core.  

The control signaling is done out of band and there is 
a separate control channel for each data port. The 
control packet is sent ahead of the burst and contains 
information about the burst such as the input port, 
output port, burst length and expected burst arrival time 
at the node. It undergoes O-E conversion and 
configures the router based on the expected burst arrival 
time (the delayed reservation scheme of the JET 
protocol [16]). The control packet processing is 
implemented by maintaining a priority queue based on 
the expected burst arrival time so that the router can be 
configured for the next expected burst (as opposed to 
configuring based on the order of arrival of control 
packets). Should multiple bursts destined for the same 
output port be scheduled to arrive simultaneously, one 
is arbitrarily chosen to be routed to the appropriate port, 
while the others are buffered or dropped. 

Tunable FDLs are a key feature of our model. A 
tunable FDL changes its size to fit the size of the burst 
that is buffered in it, based on the information provided 
by the burst’s control packet. A practical router with 
tunable FDLs can be thought of as having a large set of 
static length FDLs and having control processing that 
can route a buffered burst to the FDL having size closet 
to it. Although it would be a difficult to implement 
tunable FDLs we believe it is a reasonable assumption 
to analyze the performance of the router.  

  We also model burst recirculation and study the 
effects on the performance with changing the maximum 
number of allowable recirculations. A burst needs to be 
recirculated if its intended output port is busy when it 
emerges from the FDL. However, recirculating the 
burst too many times affects switching performance and 
degrades the signal unacceptably. 

Once a burst enters a FDL, it can only recirculate 
within that FDL (it cannot shift to some other FDL). If 
the output port is busy up to the maximum number of 
allowable recirculations then the burst is dropped. 
There can be only one burst at a time in the FDL due to 
the tunable FDL and recirculation features. 
 
 



Fig. 1. Core router Architecture. 
 
Fig. 1 shows a core router architecture with 5 control 

inputs, 5 input/output ports and 2 FDL ports. FDL ports 
are shared between all the output ports. Contention 
resolution at any output port can be handled by using 
any of the available FDL ports. All bursts are assumed 
to be on the same wavelength, and this model does not 
incorporate wavelength conversion. 

    
 

Fig. 2. Burst contention scenario – Bursts on 
input ports 1, 2 and 4 are all contending for 

output port 2. 
 
Traffic is modeled with exponential distribution for 

the inter-arrival times of the bursts and a heavy-tail 
Pareto distribution for burst sizes. The interarrival time 

is varied to adjust the load on the router. The output 
port distribution of the bursts is uniform.  The 
combination of exponential inter-arrival times and 
heavy-tail burst length probability distributions is 
known to result in self-similar traffic [17]. 

We consider the burst propagation delay in the router 
to be negligible. Throughput the rest of the paper we 
will assume that limit of 1 recirculation means that a 
burst can pass through the only FDL once. 

When bursts arrive on input ports 1, 2 and 4 that are 
all addressed to output port 2 there will be output port 
contention, as shown in Fig. 2. Without loss of 
generality assuming that the burst on port 1 arrives first, 
in that case it will be routed to output port 2. In a 
bufferless switch, this output port contention would 
result and the bursts on input ports 2 and 4 will be 
dropped from the network as no contention resolution 
scheme is available.  

In the FDL contention resolution scheme, the burst is 
routed to an FDL port if there are any buffers available. 
Fig. 3 shows this type of contention resolution – the 
burst from input port 1 is routed to output port 2, while 
the bursts from input ports 2 and 4 are directed to FDL 
ports 1 and 2, respectively. Each FDL output is 
scheduled to connect to output port 2 when the burst 
emerges. If the output port is busy when a burst exits 
the FDL then the burst is recirculated up to a maximum 
number of allowable recirculations. If the output port is 
busy after the maximum number of recirculations are 
completed then the burst is dropped. 
 

 
Fig. 3. FDLs for contention resolution – 

contending bursts are diverted to FDLs, where 
they can, upon exiting, be routed through the 

appropriate output ports. 
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This model contains two timers, called Timer O and 
Timer B, which are individually for each burst. Timer 
O sets the output port state FREE based on the time the 
burst is expected to leave the output port. This timer 
value is based on the expected burst arrival time and the 
burst transmission time (T). Timer B is set to switch the 
FDL port output to the corresponding output port based 
on when a burst is expected to emerge from an FDL. 
These timers are required as there is no other easy way 
of knowing when a burst will leave the output port/FDL 
as it is routed without any O-E-O conversion. 
 
3. Simulation setup 
 
a) Design 

 
The model is analyzed using a C++ discrete event-

driven simulator. The simulator is divided into different 
components such as input port, router, output port, 
delay line, queue and scheduler as shown in Fig. 4. The 
input port, output port and delay line components 
perform the functions of the corresponding part of the 
router. The router component handles the control packet 
processing and the switch configuration functions. The 
queue component is purely a simulation component and 
functions as a FIFO queue while transferring bursts 
from one component to another. The scheduler 
component works as a clock for the entire model and 
handles event scheduling. Synthetic bursts are 
generated using a separate model (based on an 
algorithm in [15]) that uses the simulation parameters to 
create traffic having output port distribution as 
uniformly random.  

 

 
Fig. 4. Conceptual diagram of our 

simulator/model indicating the interconnection 
between simulator components. 

 

Although traffic on a LAN may follow a more 
complex model, we have modeled the output port 
distribution as uniformly random as it is the simplest 
traffic model but can still provide important testing 
results for the switch. 
  
b) Parameter Definitions 

 
1. Normalized load per port: The ratio of the total 

number of bits that enter a router input port per 
second to the bit rate. It is averaged over all 
the input ports.  

2. Normalized throughput per port: The ratio of 
the total number of bits that are routed through 
the output port of a router per second to the bit 
rate. It is averaged over all the output ports. 

3. Latency: The time taken for the burst to route 
through the router. This includes the 
transmission time and buffering delay, if the 
burst is routed through an FDL port.  

4. Average Latency: The ratio of the sum of the 
latency experienced by all the routed bursts to 
the number of bursts routed. The bursts that 
are diverted to the FDL(s) and dropped after 
exceeding the recirculation limit due to 
contention at the output port are not 
considered for the latency calculation 

 

c) Parameter Values 
 

The simulations were run with the following model 
parameter settings: line speed of 10 Gb/s, control packet 
processing time 1µs. The output port of a burst is based 
on uniform distribution and burst size is based on a 
Pareto distribution with maximum burst size set to 10 
kB. (Note here to generate synthetic bursts, a maximum 
value needs to be set for the Pareto distribution.) Hence 
the probability of generating a burst size of 10kB was 
set to 99.9999%. The following parameters are varied in 
the simulation 

 
1. The number of router ports (N) 
2. The number of FDL ports (M) 
3. The number of maximum allowable 

recirculations (K) 
 

The FDLs are tunable such that they just fit the burst 
being buffered. All the results are with 95% confidence 
intervals for five randomly seeded simulation runs. 
Simulations were performed for a router with N equal to 
32 ports and M was varied from 0 (bufferless) to N/2 
(16), N (32) , 4N (128), and 8N (256). K values were 1, 
8, 16 and 1000 (effectively infinite).  
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4. Simulation Results  
 
a) Comparing the effects of dynamic and 

static variation of FDL sizes with constant 
number of FDLs and number of 
recirculations.  

 
In this result we demonstrate the advantage of our 

architectural assumption of using tunable FDLs. Fig. 5 
shows the simulation result of normalized throughput vs. 
load per port for dynamic and two configurations of 
statically sized 256 FDLs with up to 16 recirculations. 
The two configurations of the statically sized 256 FDLs, 
each of size 0.112L and 0.3L (L = 10kB), can 
accommodate about 50% and 99% of the bursts and 
show an increase of about 15% and 18%, respectively, 
over the bufferless case. The dynamically sized FDLs, 
which can tune their size to fit the burst being buffered 
according to information provided by the burst’s control 
packet, show an improvement of about 37%. The reason 
for the higher increase with the dynamic configuration is 
because the length of the voids at the output port is 
reduced.  

 

 
Fig. 5. Simulation result of Normalized 

Throughput vs. Load per Port for 32 port router 
with 256 FDLs and 16 recirculations for 

dynamic and static sized FDLs 

 
The buffered burst has to wait the minimum possible 

amount of time (a FDL has to be as long as the buffered 
burst size to be able to buffer it) before it finds that its 
output port is free while in the static case a buffered 
burst that has yet to traverse the entire FDL might lose 
the output port to a new burst from an input port due to 
the excess length of the FDL.   Essentially, fitting the 
burst exactly within a FDL means that in the heavily 
loaded case bursts are emerging from the full set of 
FDLs as rapidly as possible; thus the bursts are able to 
be resampled for a free output port at the fastest possible 
rate.  
 
b) Constant number of recirculations and 

variable number of FDLs 
 

1)  32 port router with maximum allowable 
recircualtions restricted to 1.  

Fig. 6 shows the simulation result of normalized 
throughput vs. load per port with 32 and 256 FDLs and 
maximum allowable recirculations restricted to 1.  As 
shown in this figure, both the 32 and 256 FDL cases 
have nearly identical increases of ~10% over the 
bufferless router (the curves overlap). Curves for the 16 
and 128 FDL cases would also overlap. This is because 
with recirculations restricted to 1 the FDLs are quickly 
freed and hence can buffer other bursts whose output 
ports are busy. 
 

 
Fig. 6. Simulation result of Normalized 

Throughput vs. Load per Port for 32 port router 
with up to 256 FDLs and number of 

recirculations restricted to 1.  



In addition, when the burst emerges after 1 
recirculation, if the output port is busy, the burst will be 
dropped, which does not help in increasing the 
throughput.  Simulations indicated that, given 32 router 
ports and recirculations restricted to 1, the maximum 
number of FDLs that are occupied is about 60 (even at 
100% load).  In other words, adding FDLs without 
increasing the recirculation limit in tandem will not 
yield any benefit. One way to increase the throughput 
for this configuration is by increasing the number of 
allowable recirculations as shown in the following Fig 7 
to K = 16. 

 
2) 32 port router with maximum allowable 
recircualtions restricted to 16.  

Fig. 7 shows the simulation result of normalized 
throughput vs. load per port with 16, 32, 128 and 256 
FDLs and maximum allowable recirculations restricted 
to 16. As shown in this figure, increasing the 
recirculation limit up to 16 from 1 delivers a 
significantly enhanced performance for the same 
configuration. The 128 FDL and the 256 FDL cases 
have an increase in throughputs of about 20% and 25% 
respectively over and above the 1 reciruclation limit 
case. This increase is because the buffered bursts have a 
higher probability of finding their output port free after 
recirculating more than once.  

 

Fig. 7. Simulation result of Normalized 
Throughput vs. Load per Port for 32 port router 

with up to 256 FDLs and number of 
recirculations restricted to 16. 

 
The simulation indicates that for 256 FDL 

configuration the average number of recirculations was 
about 7.5 and about 225 FDLs are used to buffer bursts.  

The 128 and 256 FDL curves tend to overlap until high 
load cases as for low loads, less than 128 FDLs are 
needed to buffer all contending bursts. 
 
c) Constant number of FDLs and variable 

number of recirculations 
 

1) 32 port router with 32 FDLs. 
Fig. 8 shows the simulation result of normalized 

throughput vs. load per port for the bufferless case, and 
for the 32 FDL buffered case with the maximum 
allowable recirculations set to 1, 8 and 1000. This figure 
also shows an increase in throughput of about 10% with 
1 recirculation.  Increasing the number of recirculations 
to 8 provides an increase of about 15% above the 
bufferless configuration, however, beyond 8 there is no 
increase in throughput. With 8 recirculations all the 
FDLs are filled up and the router starts to drop bursts 
that need to be buffered. Further increase in throughput 
requires corresponding increase in the number of FDLs.  
 
2) 32 port router with 256 FDLs.  

Fig. 9 shows the simulation result of normalized 
throughput vs. load per port for the bufferless case, and 
for the 256 FDL buffered case with the maximum 
allowable recirculations set to 1, 8, 16 and 1000. As 
shown in this figure, the increase in throughput obtained 
with 256 FDLs is higher compared to the 32 FDL case 
shown in Fig. 8 for the same number of allowed 
recirculations.  

 
 

 
Fig. 8. Simulation result of Normalized 

Throughput vs. Load per Port for 32 port 
router with 32 FDLs and number of 

recirculations restricted to up to 1000. 



 
Most of the increase is provided by the single 
recirculation case and higher numbers of recirculations 
provide diminishing returns. The 16 and 1000 
recirculation cases provide an increase of about 37% 
over the bufferless case, these curves almost overlap.  
Thus, allowing a maximum of 16 recirculations seems 
ideal as increasing beyond this results in little change in 
throughout at a cost of significantly increased burst 
attenuation. Next we consider the effects of multiple 
recirculations on average latency. 

 
 

 
Fig. 9. Simulation result of Normalized 

Throughput vs. Load per Port for 32 port router 
with 256 FDLs and number of recirculations 

restricted to up to 1000. 
 
Fig. 10 shows the simulation result of average 

latency vs. normalized load per port for the bufferless 
case, and for the 256 FDL buffered case with the 
maximum allowable recirculations set to 1, 8, 16 and 
1000 (effectively infinite) recirculations. This figure 
demonstrates the trade-off associated with increasing the 
number the recirculations. Increasing the number of 
recirculations from 1 to 16 moderately increases the 
average latency by about 48% and provides a 20% 
increase in throughput. With up to 1000 recirculations 
the curve almost increases exponentially, reaching a 
near-maximum of about 9.6 µs while providing a 
negligible increase in throughput as compared to the 16 
recirculations case. Thus, for this configuration, the 16 
recirculations case is the preferred. 

 

 

 
Fig. 10. Simulation result of Average Latency vs. 
Normalized Load per Port for 32 port router with 
256 FDLs and number of recirculations restricted 

to up to 1000. 
 
 

5. Conclusions 
 

This paper presents a performance analysis of an 
optical router with FDLs including recirculation for a 
hop-and-span constrained environment. The analysis 
demonstrates the advantage of having a dynamic FDL 
architecture in providing considerable increase in 
throughput compared to a static FDL setting. Analysis 
of  the dimensioning of the router as a function of the 
number of recirculations shows that although a single 
recirculation can help to increase the throughput, having 
multiple recirculations can provide a significant 
improvement. However, these results also showed that 
when the number of FDLs remains constant, increasing 
the number of recirculations beyond a threshold value 
provides diminishing returns, at a cost of increased 
attenuation and burst latency. When this threshold value 
is reached, to increase the throughput further we need to 
increase the number of FDLs.   
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