
This is a ‘tag-team’ moderated discussion, in which Joe and John presented 
alternate issues to the attendees. The slides are labeled in the bottom right as to 
who presented each slide.

The presentation ended on slide #16, but the additional slides prepared are 
provided anyway.
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Just as a wavelet is a single wave in isolation, a packetlet is a single packet in 
isolation.





This is the real breakthrough in networking, not packet switching, but 
connectionless.  The inspiration of Louis Pouzin and the basis for the 
CYCLADES network.  This is what created the major threat to the phone 
companies.  But we need a synthesis that removes the oil and water solutions.  
Like those insights that the ARPANet guys were so good at.  It became clear 
from the mechanism and policy analysis that the amount of shared state didn’t 
yield enough of a “continuum” to to make for a useful synthesis.  What then?



For a long time we looked at it as a continuum on the amount of shared state 
with co/cl as the extremes:  connectionless didn’t have much, connections a lot.  
But there weren’t many (any) points on the line.







80% of the packets in the network were <= 512 bytes in the early Internet.
80% were under 1,500 for a while in the beginning of the decade, but dropped to 
anticipate room for VPN and tunnel headers (to avoid the need for ICMP “too 
big” feedback, i.e., path MTU discovery, which often fails because ICMPs are 
often blocked for security reasons). These numbers are from CAIDA studies.





Protocols like HDLC and TCP have a lot of similarities.  As do the MAC 
protocols and IP and mail.
This tells us a lot about what the protocol should look like.  Further, for 
protocols near the media we can expect the characteristics of the media to 
dominate the choice of policies; for protocols near the applications, applications 
dominate. Explains why we can do successful data link protocols but have 
never been satisfied with our transport protocols.  Transport protocols support 
applications (many) while data link protocols are tailored to the media (one at a 
time).  By not separating mechanism and policy we were implicitly expecting 
one point in a roughly 8 dimensional space to solve all our problems.  Using 
delta-t as a guide yields further simplifications.



See RFC 3819 – advice for subnet designers, which showed that our protocols 
assumed certain L2 properties.
NHRP = next-hop resolution protocol (and ARP emulator)
NBMA = non-broadcast multiaccess networks, of which ATM LANE (LAN 
emulation) has been a primary example.





NATs look like hosts to the rest of the world, but like “transparent” routers (they 
don’t decrement the TTL, but otherwise tend to follow router rules) to the 
NAT’d subnet.

NOTE: This was the last slide discusss



We have known about this problem since 1972.  We immediately knew the 
answer, but Saltzer finally explained it in 1982.







The identifer names an “endpoint.”  The endpoint can only be an application-
entity-instance.
This takes us from a quarter of an architecture to a third an architecture.









I wish I could tell you that I had this brilliant insight and my superior intellect 
immediately saw what we had been missing.  Unfortunately, that is not the case.  
Someone asked me a question about protocols and I didn’t like the answer I 
gave.  So I came up with this story to explain it. Then I realized what it said.  
There is another presentation that goes through this in detail.  Here we will just 
skim it.



We have lost several capabilities and must create functions to do them.  We can 
no longer see all of the available applications, we can no longer rely on OS 
access control for everything, and we need some means to transfer data 
between machines reliably.



First we need a protocol for finding if the application is on the other system and 
whether we have access to it (an IPC Access Protocol).  But then we need a 
protocol to get that information there (some sort of error and flow control 
protocol).  Once we have that then,  . . .



Connection-ids have traditionally been formed by concatenating the local port-
ids.  We must add a connection-id field to our EFCP.



This will require each system to have the stuff we just created for each wire. 
But, 



But it has provided something we can build on. We create a second level simply 
to hide the complexity from the user.



Now we need addresses and a higher level error control protocol





Lets step back and look at the larger picture we are constructing.







This structure and that it repeats is more secure, even before we add specific 
security mechanisms.
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