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Before ATOMIC-2
“Close, but no cigar”
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Goal of ATOMIC-2
“Going the last mile”
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ISI Installation Status

10/12 Switches

31/34 Hosts

1 ATM/F-Eth GW

Largest ATOMIC Net:
- most switches
- most complex network
- currently connected hosts
- longest in “production” use
-http://www.isi.edu/atomic2/
/netmon.html
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Areas of Research

Transport to the application
    - Faster stock protocols, dual-stack implementations

File service
    - NFS for small files

Gateway via host interfaces
    - Router line-cards aren’t available

Security protocols
    - Performance vs. strength trade-offs
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Transport Protocols
Atomic Transport Protocol (ATP)

    - user-space reliable transfer

    - tuned down to device DMA

    - used for dual-stack PVM
            • user ATP data, kernel TCP control
            • 65 Mbps w/TCP only, 164 dual-stack
            • useful for 64KB+ data blocks

ATPng
    - full duplex, reliable transport inside LAN

    - dual-stack implementation

    - compatibility library for TCP applications
            • substitute select, read, write, etc. calls via library that calls system version
            • connect-time choice of TCP or ATP for WAN interoperation
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Networked File Systems

Measured protocol/system bottlenecks
    - synchronous RPC

    - multi-process pipelining

    - xdr copy

Optimizations
    - single-process RPC pipelining

    - off-load RPC / NFS into RAM-disk CPU

    - omit xdr copy intra-LAN

    - aggregate requests and data (like Nagle’s alg.)
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NFS Performance
Single-process pipelined RPC
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Gateway Design

Kernel IP limitations
    - bus limited to 160 Mbps

            • 320 Mbps total, 2x crossing

    - DMA has high latency

    - asymmetric performance

Planned optimizations
    - peer DMA / PCI for higher BW

    - sub-MTU transfers / pipelining for low latency

    - routing coordination of host and peer DMA
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Gateway Performance
Peer DMA
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Security

MD5 at 57 Mbps
    - vs. IPv4 at 130 Mbps

    - 1.8 Mbps MD2

    - 30 Mbps SHA

    - 20.6 Mbps DES

Seeking fast algorithm
    - MD5 is 45 opcodes per word

    - 15 ops/wd OK / 2-4 for “low cost”

    - Alt. Hash currently at ~200 Mbps
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TCP Performance
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UDP Send Performance
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UDP Receive Performance
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Recent Results
http://www.isi.edu/atomic2/

Installation
    - 33 hosts via in-wall wiring; production since 2/95

    - Calren ARC / GTE SPAN OC-3c up

Gateway
    - production Sun SPARC gateway installed

File Server
    - NFS RPC optimization testing - 30% improved raw RPC

Security
    - IPv4 AH / MD5 completed


